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Points of Discussion
● Public vs Private LLM/AI

● Top 10 Threats

● The Red Team Pentesting

● The Dangers and Implications of Jailbreaking

● Jailbreaking Llama3

● LATEST RESEARCH

● Top Safeties for LLMs

● The Blue Team-Incident Response

● Monitoring and Forensics

● Security Governance
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Public vs. Private LLM/AI
Public Proprietary AI

● Not as secure

● Vulnerable to attacks and 
unauthorized leakages

● Limited/no user access controls, no 
2FA

● User credential & data leaks at

 OpenAI 6/22 - 5/23

100K users affected

Private Open Source

● Can be fully secured

● Vulnerabilities mitigated by 
designer and best practices

● Full Access Control
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Top 10 Threats for LLM Applications

● Prompt Injection

● Insecure Output Handling

● Training Data Poisoning

● Model DoS

● Supply Chain 
Vulnerabilities

● Sensitive Information 
Disclosure

● Insecure Plugin Design

● Excessive Agency

● Over-reliance

● Model Theft
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Red Teaming/Pen testing LLM’s
Why?

● Assurance of Confidentiality, 
Integrity, Accessibility (“CIA”)

● LLM’s must be tested just like any 
other enterprise application

 LLM attack vector examples:

Prompt injection

Jailbreaking

Inference attacks

Model Inversion

Data Poisoning 5



The Dangers & Implications of Jailbreaking

Dangers:

● Illegal operation

● Generation of Malicious 
Content

● Model Poisoning

● Output Degradation

● “Fake News”

Implications:
● Unauthorized leakages
● Malware
● Criminal and Civil Liability
● Lack of trust in AI applications
● Reputational damage
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Case in Point: A Copilot Assistant App
● Infiltrated and trained on malicious code (backdoor)
● Trained to embed into all code generated from the 

application
● Due to over reliance and naivety, this embedded 

malware goes unnoticed
● The attacker now has a proliferation of backdoors to 

exploit at will
● This exploit can lead to breaches and incidents on a 

massive scale
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Jailbreak #1: Base64 Prompt

Vulnerability
● Models often encode 

prompts with Base64 
for input

● Base64 prompts are 
not checked

Exploit
● Encode prompts into 

Base64 and use them 
as prompts

● Decode any Base 64 
output for re encoding

https://www.youtube.com/watch?v=tnV00OqLbAw&t=1s 8





LLM Jailbreak #2: ASCII Art-Based 

Vulnerability
● ASCII Art: Text-based 

character arrangement to 
make an image

● Not checked for in 
prompts for text 
equivalency, but reads it 
just the same

Exploit

● Binary prompt

● Part 1: Question until to 
offending word(s)

● Part 2: Encode offending 
word as ASCII Art with 
instruction set to decode in 
model.

https://www.youtube.com/watch?v=5cEvNO9rZgI 10



Jailbreak #3: Many-Shot

Vulnerability
● Larger context window in 

newer LLMs
● Larger the context 

window, more probability 
of exploit

● Not sufficiently parsed 

Exploit
● Input multinary 

prompts in a single 
input

● Placing the 
jailbreaking content at 
the bottom 

https://www.youtube.com/watch?v=9IM5d-egZ7M&t=46s 11



Llama3 Attack: MIJV

● Multi-Injection 
Jailbreaking Vector

● Utilization of all three 
jailbreaking methods

● Done in sequence from 
Base64 to Many-shot
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Security Governance & Conclusions
Policy

● Caution should be exercised when adopting LLMs and not 
be too quick to replace humans with them 

● LLMs should be treated with the same review and testing 
as any other new enterprise solution

● The Board and C-Suite should be made aware of the 
dangers of over reliance and unwarranted trust in LLMs

● TANSTAAFL: There Ain’t No Such Thing As A Free Lunch: 
LLMs do improve productivity but can cause tremendous 
damage if their security is neglected, vulnerabilities are not 
mitigated, and liabilities are not minimized/optimized

● The chief executives must be aware the LLMs are NOT a 
new toy but a tool that can be either helpful or harmful, 
depending on how they are implemented and used

Procedures

● Training, both the enterprise and employees must be 
instructed on the proper configuration and use of LLMs

● A system of continuous monitoring and improvement must be 
implemented for LLMs being used by the business

● Those monitoring the system must be aware of the 
signatures and patterns of jailbreaking attacks and be able to 
countermeasure them. Safe harbor models help in training 
the models themselves to be resistant as well. 

● In the event of an incident, employees responsible for the 
security of the LLMs must have a plan of action, to include 
business continuity plans, disaster recovery planes, and 
incident response procedures ready and deployable. 

● Testing and auditing must be done on a regular basis and 
reviewed carefully to assure the integrity of the model .

● Ensure guardrails and other controls are effective in 
preventing harmful use and data leakages
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Proposed Tools for Python 
Programmatics

art 6.2
● Makes ASCII art from 

inputted text
● Take output and 

export the ASCII art 
into the LLM prompt 
window

Base64 Module
● Encodes and decodes 

Base64 text
● Same as art 6.2 with 

exported Base64 put 
into the LLM prompt 
window 
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https://pypi.org/project/art/
https://www.geeksforgeeks.org/encoding-and-decoding-base64-strings-in-python/


Safety Prompts-Models for Security

● www.SafetyPrompts.com

● Catalog of Datasets

● Constantly upgraded (living)

● Designed to teach LLMs to 
not be susceptible

● Customizable

● Broad Safety 
Datasets

● Narrow Safety 
Datasets

● Value Alignment 
Datasets

● Bias Datasets
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Blue Team-Incident Responce
IPS

● Suricata

● Snort

SIEM

● Wazuh

Combined IPS/SIEM package with SIR: 
Security Onion (Basic Version: FOSS!)

But, what is the data source?...
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Monitoring and Forensics
Monitoring

● Audit log data generated in LLM and stored 
in a separate Elastic database

● Consumed by an airgapped (isolated to the 
internal network) LLM data digester

● Trained to look for attack patterns in the 
transactions and to return any instances 
found

● Wired to SIEM for alerting and incident 
responce

● Result: LLM Transparancy

Forensics

● Audit log data from Elastic is cloned into immutable 
(WORM) storage

● In the event of an incident, this stored data is 
captured and retained as evidence with full chain 
of custody

● The data can then be examined by forensic 
software (Autopsy or X-Ways) for incident analysis

● The evidence maintained can be used a 
demonstartion of due diligence and due care in 
handling of incidents as well as inform portmortem 
“lessons learned”

● Result: Complete record for legal proceedings that 
may well clear a company’s name and restore trust 
and reputation
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Latest Research Papers

● Twenty Prompts
● Many-Shot
● ASCII Art-Based
● Safe Harbor AI Evaluation
● OWASP LLM Top 10
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https://arxiv.org/pdf/2310.08419.pdf
https://www-cdn.anthropic.com/af5633c94ed2beb282f6a53c595eb437e8e7b630/Many_Shot_Jailbreaking__2024_04_02_0936.pdf
https://arxiv.org/pdf/2402.11753.pdf
https://arxiv.org/pdf/2403.04893.pdf
https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-v1_1.pdf

